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Abstract
In this paper, we present a new hybrid binary version of bat and enhanced particle swarm optimization
algorithm in order to solve feature selection problems. The proposed algorithm is called Hybrid Binary Bat
Enhanced Particle Swarm Optimization Algorithm (HBBEPSO). In the proposed HBBEPSO algorithm, we
combine the bat algorithm with its capacity for echolocation helping explore the feature space and enhanced
version of the particle swarm optimization with its ability to converge to the best global solution in the search
space. In order to investigate the general performance of the proposed HBBEPSO algorithm, the proposed
algorithm is compared with the original optimizers and other optimizers that have been used for feature
selection in the past. A set of assessment indicators are used to evaluate and compare the different optimizers
over 20 standard data sets obtained from the UCI repository. Results prove the ability of the proposed
HBBEPSO algorithm to search the feature space for optimal feature combinations.
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1. Introduction
Feature selection is a way for identifying the independent features and removing expendable
ones from the dataset [1]. The objectives of feature selection are dimensionality reduction of
the data, improving accuracy of prediction, and understanding data for different machine
learning applications such as clustering, classification, regression and computer vision [2]. It
is also widely used in the analysis of economic and trade markets. In the real world, data
representation often uses too many features, which means certain independent features can
fill in for others and the redundant features can be removed. Moreover, the output is
influenced by the relevant features because they contain important information about the
data and the results will be obscure if any of them are left out [3]. The classical optimization
techniques have some limitations in solving the feature selection problems [4] and hence
evolutionary computation (EC) algorithms are the alternative for solving these limitations
and searching for the best solution [5]. Evolutionary Computation (EC) algorithms are
inspired by nature, group dynamics, social behavior, and biological interaction of species in a
group. The binary version of these algorithms allow us to investigate problems like feature
selection and arrive at superior results.

Many heuristic algorithms have been used in an attempt to solve the feature selection
problem. A survey on evolutionary computation approaches to feature selection is explained
in [5]. A binary PSO based method with a mutation operator is introduced in [6] to achieve
spam detection using decision trees. A wavelet entropy based feature selection approach is
used in [7] to detect abnormal MR brains. Ref. [8] delineates about a Firefly based feature
selection approach. A binary bat based feature selection method is shed light upon in [9].
Ref. [35] elaborates a feature subset selection approach by Grey wolf optimization. Even
hybrid algorithms have been used to solve feature selection problems. A hybrid genetic
algorithm on mutual information is presented in [10]. Ref. [11] expounds a hybrid flower
pollination algorithms for feature selection.

Bat algorithmwas recently developed by Yangwhich is based on the ability of bats to use
echolocation to sense distance and also to distinguish between prey and background barriers
[12]. The bat algorithm and its variants have been used in many computing applications. A
binary bat algorithm is suggested in [37] to solve unconstrained optimization bench test
problems and compared with binary GA and binary PSO. Also, a binary bat algorithm for
feature selection is presented in [9]. A combination of K-means and bat algorithm is used for
efficient clustering in [13]. A variant fuzzy bat algorithm is proposed in [14]. Multi-objective
optimization problems are dealt with to solve engineering design benchmarks in [15]. A
variant of bat algorithm using differential operator and Levy flights to solve function
optimization problems is delineated in [16].

Particle swarm optimization (PSO) is a population based stochastic optimization
technique developed by Eberhart and Kennedy in 1995 [17], inspired by social behavior of
bird flocking and fish schooling. A comprehensive survey about PSO and its applications can
be found at [18]. In past several years, even though PSO has been successfully applied in
many research and application areas like the constrained non-linear optimization problems
[19], for optimal design of combinational logic circuits [20] and also to real world hydraulic
problems [21], little work is seen in the domain of feature selection [22]. A multi-objective
approach using PSO is introduced in [23,24]. Also, a bare bones PSO technique is delineated in
[25]. It is demonstrated that PSO gets better results in a faster, cheaper way compared with
other methods. Another reason that PSO is attractive is that there are few parameters to
tweak. One version, with slight variations, works well in a wide variety of real world
applications. Here an enhanced version of the standard PSO is used [26] to solve the feature
selection problem.

Hybridization of different algorithmic concepts is a method to obtain better performing
systems and is believed to benefit from synergy, i.e. usually it exploits and unites advantages
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of the individual pure strategies. It is mostly due to the no free lunch theorems [27], that the
generalized view of metaheuristics changed and people recognized that there cannot exist a
general optimization strategy which is globally better than any other. In fact, to solve a
problem at handmost effectively, it almost always requires a specialized algorithm that needs
to be compiled of adequate parts. Hybridization is classified into many categories [28,29].
Hybridization of one metaheuristic with another is a popular method to enhance the
performance of both the algorithms.

The aim of this work is to propose a new hybrid binary version of bat and enhanced PSO
algorithm in order to solve feature selection problems effectively. The hybridization allows us
to combine the best aspects of both these algorithms and obtain better performance. In this
paper, we propose a new hybrid algorithm, which is called HBBEPSO Algorithm by
combining the bat Algorithm with the enhanced PSO algorithm in order to obtain superior
results when compared to the respective individual algorithms. The binary HBBEPSO
algorithm is tested on 20 standard data sets obtained from the UCI repository [30]. The
algorithm is also compared with the HBEPSOB, where the PSO is carried out first and then
given to the bat algorithm. A set of assessment indicators is used to evaluate and compare the
different optimizers. The experimental results show the ability of the proposed binary
HBBEPSO algorithm to search the feature space for optimal feature combinations.

The reminder of this paper is organized as follows. Section 2 presents the definition of the
feature selection problem. Section 3 summarizes the main concepts of the bat algorithm.
Section 4 describes the main concepts of the enhanced PSO algorithm. Section 5 presents the
main structure of the proposed binary HBBEPSO algorithm. The Section 6 provides details
about the feature selection problem, evaluation criteria and an insight about the classifier
used. Section 7 reports the experimental results and finally, the conclusion and some future
work make up Section 8.

2. Definition of the feature selection problem
In real life machine learning applications thousand of features are measured while only
handful of them contain useful information. Therefore, we need methods to reduce the
dimensionality of our feature set. This can be achieved by two ways, feature reduction and
feature selection. Feature reduction is when we apply some sort of transformation on our
original feature set of dimension d to produce a new feature set of dimensionm withm < d.
Techniques like Linear Discriminant Analysis (LDA), and Principal Component Analysis
(PCA) come under this category. Feature selection is the process of selecting a subset of the
original features. In this section, we present the definition of the feature selection problem as
follows.

The feature selection problem can be defined as the selection of certain number of features
out of the total number of available features in such a way that the classification performance
is maximum and the number of selected features is minimum.

fitness ¼ αγRðDÞ þ β
jC � Rj
jCj (1)

where γRðDÞ is the classification quality of set R relative to decision D, R is the length of
selected feature subset, C is the total number of features, α and β are two parameters
corresponding to the importance of classification quality and subset length, α∈ ½0; 1� and
β ¼ 1− α. The fitness function maximizes the classification quality, γRðDÞ, and the ratio of
the unselected features to the total number of features is described by jC −Rj

jCj . The above
equation can be easily converted into a minimization problem by using error rate rather than
classification quality and using selected features ratio rather than using unselected feature
size. The minimization problem can be formulated as in Eq. (2).
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fitness ¼ αERðDÞ þ β
jRj
jCj (2)

whereERðDÞ is the error rate of the classifier,R is the length of the selected feature subset and
C is the total number of features. α∈ ½0; 1� and β ¼ 1− α are constants used to control the
weights of classification accuracy and feature reduction.

3. Overview of binary bat algorithm
In the following subsection, wewill give an overview of themain concepts and structure of the
binary bat algorithm.

3.1 Main concepts and inspiration
The binary bat algorithm mimics the concept of echolocation of bats to sense distance and
distinguish between prey and background barriers. The bats send out loud, short pulses of
sound and can sense the distance by the time it takes for the echo to return to them [31]. This
fascinating mechanism also allows bats to distinguish between barrier and prey, thus
allowing them to hunt in complete darkness [32].

3.2 Definition of concepts

1. Loudness: This parameter (a) is used to eliminate solutions that are too loud and will
hinder the bat from reaching the optimum. This mimics the loudness of the bat pulse.

2. Pulse rate: This parameter (r) mimics the rate of pulsing of the bat. It randomly
assigns the best solution in the previous iteration to the present solution.

3. Frequency:This parameter ðQiÞ is used to represent the frequency of the bat wave. It
varies from a minimum to a maximum and the changes occur randomly. This
parameter gives the weight to the separation of the current solution from the best
solution in the space. The frequency is represented by a D dimensional vector and is
initialized to zero.

Qi ¼ ðQi1;Qi2; . . . ;QiDÞ (3)

4. Velocity:This parameter ðviÞ is the resultant velocity of the bat at every iteration. The
velocity is represented by a D dimensional vector and is initialized to zero.

vi ¼ ðvi1; vi2; . . . ; viDÞ (4)

3.3 Binary bat algorithm
Using the concepts mentioned in the Section 3.2, the binary bat algorithm distinguishes
between barrier and prey. It should also be noted that the bats can change the wavelength of
their emitted pulses and the rate of emission based on their relative position with respect to
the targets. In the context of feature selection, this gives the algorithm flexibility to adapt the
changes in the feature space and explore better solutions.

The details of the algorithm are mentioned in Algorithm 1.We provide a brief overview of
the binary bat algorithm. After initializing the position, frequency and velocity vectors, the
best solution is noted and updated throughout the algorithm. This is done mainly using the
following equations

Qi ¼ Qmin þ ðQmin � QmaxÞ$rand (5)
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vði; jÞ ¼ vði; jÞ þ ðxði; jÞ � bestðjÞÞ$Qi (6)

exði; jÞ ¼ xði; jÞ þ vði; jÞ (7)

where rand denotes a randomly generated number in the interval (0,1) and ex represents the
new solutions. These new solutions may not always be adopted and are updated depending
on certain other parameters in the algorithm. A threshold is selected depending on the value
of the velocity of the bat which will control the amount of exploration, the bat is capable of
achieving as is given in Eq. (8). If a particular random number is less than this threshold
value, the new solutions are updated and the bat moves on to the new solution space.

V value ¼ 2

π
arctan

π
2
vði; jÞ

� �����
����: (8)

The rate of pulse emission decides whether the bat will stick to the previous best solution
obtained or adopt the newly updated solution. This is similar to the best global solution

Algorithm 1.
Binary bat
algorithm
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adoption step in most meta heuristics and helps to steer and clear off too much unnecessary
exploration. The loudness parameter introduces a further filter to the adoption of the solution
as the new accepted solution. The solution is only accepted if a random number chosen is
lesser than the loudness value and the fitness of the new solution is better than the old
solution.

As this solutions will be in the continuous space, a binary map needs to be applied to the
solutions so as to make them compatible to feature selection. This map could be a regular
squashing function like a sigmoid function or any other function that is capable of taking
continuous values into the logistic space.

4. Overview of binary enhanced particle swarm optimization
In the following section, we will give an overview of the main concepts and structure of the
binary enhanced PSO algorithm.

4.1 Main concepts and inspiration
The PSO is a population based searchmethod inspired from the swarm behavior (information
interchange) of birds [33]. In PSO, initially a random population of particles is initialized and
these particlesmovewith certain velocity based on their interactionwith other particles in the
population. At each iteration the personal best achieved by each particle and the global best of
all the particles is tracked and the velocity of all the particles is updated based on this
information. Certain parameters are used to give weights to the global and personal best. In
the enhanced version of the binary PSO [26], special type of S shaped transfer functions is
used to convert a continuous value to a binary value instead of a simple hyperbolic tangent
function.

4.2 Movement of particles
Each of the particles is represented by D dimensional vectors and they are randomly
initialized with each individual value being binary.

xi ¼ ðxi1; xi2; . . . ; xiDÞ∈S (9)

where S is the available search space. The velocity is represented by a D dimensional vector
and is initialized to zero,

vi ¼ ðvi1; vi2; . . . ; viDÞ: (10)

The best personal(local) position recorded by each particle is maintained as

pi ¼ ðpi1; pi2; . . . ; piDÞ∈ S: (11)

At each iteration, each particle changes its position according to its personal best(Pbest) and
the global best(gbest) as follows

v
ðtþ1Þ
i ¼ wv

ðtÞ
i þ c1ri1$ðPbestiðtÞ � x

ðtÞ
i Þ þ c2ri2$ðgbest � x

ðtÞ
i Þ (12)

where c1 and c2 are acceleration constants called cognitive and social parameters respectively.
r1 and r2 are random values ∈½0; 1�. w is called as the inertia weight. It determines how the
previous velocity of the particle influences the velocity in the next iteration. The value of w is
determined by the following expression
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w ¼ wmax � iteration$
wmax � wmin

Max iteration

� �
(13)

where wmax and wmin are constants. Max iteration is the maximum number of iterations.

4.3 The continuous to binary map
The position of each particle is determined by the S shaped as a transfer function that maps
the continuous velocity value to the position of the particle. This is a special sigmoid function
that enhances the PSO.

s ¼ 1

1þ e�vi;j
; i ¼ 1; . . . ; SS; j ¼ 1; . . . ;D (14)

Xði; jÞ ¼ 1 if ðrand < sÞ
0 otherwise

�

4.4 Enhanced PSO algorithm
In this section, we present in details the main steps of the binary enhanced PSO algorithm as
shown in Algorithm 2.

Algorithm 2.
Enhanced PSO
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After initializing the solutions and the velocity values, the personal and the global best of
the particles are noted throughout the algorithm. These values play an important role in
directing the velocity values of the particles and need to be revisited in each iteration. The
velocity values are updated according Eq. (12) at each stage and these new values are used to
change the positions of the particles. It should be noted that, to make sure that the values
don’t cross the given thresholds its necessary to restrict the velocity values to their assigned
maximum and minimum values. These new velocity values are then crushed into the logistic
space by applying the binary map as mentioned in Section 4.3 and a threshold is used to
update the positions.

This particular algorithmmakes the best use of both the personal and the global solutions
to arrive at globally optimum solutions. The inertia weight that’s updated in every iteration
also helps to control the convergence of the algorithm as it progresses. The inertia towards
the previous direction is pretty high initially when the algorithm starts but it starts to explore
new directions during its progress. This value can be tuned to arrive at better solutions and
needs to be tried with grid search over the possible parameter values.

5. Hybrid Binary Bat Enhanced Particle Swarm Optimization (HBBEPSO)
algorithm
The main steps of the proposed HBBEPSO algorithm for feature selection are shown in
Algorithm 3 and summarized in this section.

The combination of the concepts in the binary bat and the binary PSO algorithms that are
described in the previous sections are combined in this section to arrive at an algorithm that
can benefit from their amalgamation. In the HBBEPSO algorithm, the decoupling of the
velocity vectors of the bats and the particles leads us to a novel formulation. The velocity
vectors are updated independently for both the particles according to the weighted
combination of the personal and global best solutions and the velocity of the bats is arrived in
an instantaneous manner. This is done in order to allow both the algorithms to explore the
search space in an alternating fashion and not direct one algorithm with the results obtained
from the other algorithm. This form of decoupling is also why the personal and global
solutions are not updated after the binary bat algorithm but only after the particle swarm
iteration update i.e. once per the whole iteration.

This leads us to some interesting insights that decoupling these variables that accomplish
the same goal but in different ways is in fact beneficial for the hybrid algorithm because it
benefits from the diversity of the solutions in each iterationwhich is also themain philosophy
behind hybridizing algorithms. It has to be noted that choosing the hyperparameters is
important for getting good solutions and can be achieved by a simple grid search or a random
search over the hyperparameter space.

6. Feature selection
The feature selection problem is as defined in Section 2. For a feature vector of size N the
number of different feature combinations would be 2N , which is a huge space to search
exhaustively. So the proposed hybrid metaheuristic algorithm is used to adaptively search
the feature space and produce the best feature combination. The fitness function used is the
one given in Eq. (2).

6.1 Classifier
K-nearest neighbor (KNN) [34] is a common simple method used for classification. KNN is a
supervised learning algorithm that classifies an unknown sample instance based on the
majority vote of its K-nearest neighbors. Here, a wrapper approach to feature selection is used
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which uses KNN classifier as a guide for the same. Classifiers do not use any model for K-
nearest neighbors and are determined solely based on theminimumdistance from the current
query instance to the neighboring training samples. In this proposed system,the KNN is used
as a classifier to ensure robustness to noisy training data and obtain best feature
combinations. A single dimension in the search space represents individual feature and hence
the position of a particle represents a single feature combination or solution.

Algorithm 3.
HBBEPSO
Algorithm
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7. Experimental results
The proposed binary HBBEPSO algorithm is tested against 20 data sets in Table 1 taken from
the UCI machine learning repository [30] and is compared with other algorithms like binary
versions of dragonfly, enhanced PSO, GA, bat and greywolf. The algorithm is also compared
with HBEPSOB, where the order of implementation of the two algorithms is reversed. The
datasets are chosen to have variety in number of instances and features to test for varied data.
The datasets are divided into three equal sets: training, validation and testing. The training and
validation sets are used for a two fold cross validation on the data. We note that other ways of
implementing validation do exist and canbe used like stratifiedK-fold cross validation, groupK
fold, shuffle split and many others. We take accuracy of the classifier as our main metric and
rely on the 2-fold cross validation for weak statistical validation. It should be noted that metrics
like uncertainty coefficient which is more robust to the relative sizes of the classes can also be
used as a metric alongwith additional supplements like precision, recall and receiver operating
characteristics to analyze the true and false positives of each of the classes.

The value of K (the number of nearest neighbors) is selected as 5 based on the 2-fold cross-
validation results of the model. The training set is used to evaluate the KNN on the validation
set through this algorithm to guide the feature selection process. The test data is only used for
the final evaluation of the best selected feature combination. The global and optimizer-
specific parameter setting is given in Table 2. The parameters are set according random
search implemented over the hyperparameter space. It should be noted that better values for
the hyperparameters are possible and can be obtained by using exhaustive grid search over
sufficiently large parameter space assuming computational power is not an issue. The
evaluation criteria is explained in Section 7.1.

7.1 Evaluation criteria
The datasets are divided into 3 sets of training, validation and testing. The algorithm is run
repeatedly forM ¼ 10 times for statistical significance of the results. The followingmeasures
[35] are recorded from the validation data:

Dataset # of attributes # of instances

Zoo 16 101
WineEW 13 178
IonosphereEW 34 351
WaveformEW 40 5000
BreastEW 30 569
Breastcancer 9 699
Congress 16 435
Exactly 13 1000
Exactly2 13 1000
HeartEW 13 270
KrvskpEW 36 3196
M-of-n 13 1000
SonarEW 60 208
SpectEW 60 208
Tic-tac-toe 9 958
Lymphography 18 148
Dermatology 34 366
Echocardiogram 12 132
hepatitis 19 155
LungCancer 56 32

Table 1.
Datasets.
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1. Mean fitness function is the average of the fitness function value obtained from running
the algorithmM times. The mean fitness function is calculated as shown in Eq. (15).

Mean ¼ 1

M

XM
i¼1

g*i (15)

where g*i is the best fitness value obtained at run i.

2. Best fitness function is the minimum of the fitness function value obtained from
running the algorithm M times. The best fitness function is calculated as shown in
Eq. (16).

Best ¼ min
M

i¼1
g*i (16)

where g*i is the best fitness value obtained at run i.

3. Worst fitness function is the maximum of the fitness function value obtained from
running the algorithm M times. The worst fitness function is calculated as shown in
Eq. (17).

Worst ¼ max
M

i¼1
g*i (17)

where g*i is the best fitness value obtained at run i.

4. Standard deviation gives the variation of the fitness function value obtained from
running the algorithmM times. It is an indicator of the stability and robustness of the
algorithm. Larger values of standard deviation would suggest wandering results
where as smaller value suggests the algorithm converges to the same valuemost of the
times. The Standard deviation is calculated as shown in Eq. (18).

Std ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

M � 1

XM

i¼1
ðg*i �MeanÞ2

r
(18)

where g*i is the best fitness value obtained at run i.

Parameter Value

# of iterations ðmaxiterÞ 70
# of search agents (n) 5
Dimension (D) # of features in the data
Search domain [0 1]
# of runs (M) 10
a 0.4
r 0.1
Qmin 0
Qmax 2
wmax 0.9
wmin 0.4
c1 2
c2 2
vmax 6
β in fitness function 0.01
α in fitness function 0.99

Table 2.
Parameter setting.
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5. Average Performance (CA) is the mean of the classification accuracy values when an
algorithm is runM times. The average performance is calculated as shown in Eq. (19).

CA ¼ 1

M

XM
i¼1

CAi (19)

where CAi is the accuracy value obtained at run i

6. Mean Feature selection ratio (FSR) is the mean of the ratio of the number of selected
features to the total number of features when an algorithm is runM times. The Mean
Feature selection ratio is calculated as shown in Eq. (20).

FSR ¼ 1

M

XM
i¼1

sizeðg*i Þ
D

(20)

where g*i is the best fitness value obtained at run i, sizeðg*i Þgives the number of features
selected and D is the total number of features.

7. Average F-score is ameasure that evaluates the performance of a chosen feature subset.
It requires that in the data spanned by the feature combination the distance between
data points in different classes be large and of those in the same class be as small as
possible. The Fischer index for a given feature is calculated as in Eq. (21) [36].

Fj ¼
PC

k¼1nkðμjk � μjÞ2

ðσjÞ2
(21)

ðσjÞ2 ¼
XC
k¼1

nkðσjkÞ
2

(22)

where Fj is the Fischer index for j, μj is the mean of the entire data for feature j, ðσjÞ2 is
defined as in Eq. (22), nk is the size of class k, μ

j
k is themean of class k for feature j, ðσjkÞ

2
is

the variance of class k for feature j. The average F-score is calculated by taking the
average of values obtained from M runs for only the selected features.

7.2 Results
The proposed binary version of the HBBEPSO algorithm is compared with the binary bat
algorithm, the Enhanced PSO and other optimizers. The results are tabulated as follows.

Table 3 outlines the performance of the algorithms using the fitness functionmentioned in
Eq. (2) in the minimization mode. The table shows the average fitness obtained overM runs
and is calculated using Eq. (15). The best performance is achieved by the proposed binary
version of the HBBEPSO algorithm proving its ability to search the feature space effectively.

For testing the stability, robustness and the repeatability of convergence of these
stochastic algorithms the standard deviation of the fitness values overM runs is recorded as
per Eq. (18) in Table 4. The table shows that the HBBEPSO algorithm has the ability to
converge repeatedly irrespective of the random initialization.

The Best selected feature combinations by the algorithms are also allowed to run on the
test data and the average classification accuracy and the average feature selection ratio over
M runs is recorded using Eqs. (19) and (20), respectively as shown in Tables 5 and 6. As seen
from these tables, the HBBEPSO algorithm is able to select the minimum number of features
and yet maintain the classification accuracy. This shows the capability of the HBBEPSO
algorithm to satisfy both the objectives of optimization.
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To analyze the separability and closeness of the selected features Fischer score of these
features is calculated as shown in Eq. (21). The average overM runs is recorded inTable 7. As
shown in the table, HBBEPSO algorithm achieves superior data compactness in comparison
with the other algorithms.

Dataset HBBESPO BBA EPSO BGWO2 BDA BGA HBEPSOB

Zoo 0.020 0.070 0.033 0.067 0.075 0.066 0.041
Wine EW 0.014 0.080 0.018 0.057 0.030 0.026 0.016
IonosphereEW 0.016 0.040 0.016 0.057 0.018 0.025 0.019
WaveformEW 0.003 0.012 0.008 0.007 0.006 0.008 0.009
BreastEW 0.011 0.017 0.019 0.018 0.007 0.755 0.011
Breastcancer 0.006 0.009 0.007 0.008 0.005 0.007 0.007
Congress 0.006 0.019 0.008 0.015 0.016 0.013 0.009
Exactly 0.064 0.040 0.082 0.016 0.119 0.078 0.043
Exactly2 0.009 0.017 0.009 0.018 0.015 0.019 0.018
HeartEW 0.033 0.064 0.055 0.069 0.036 0.062 0.038
KrvskpEW 0.005 0.044 0.007 0.012 0.007 0.051 0.006
M-of-n 0.025 0.036 0.022 0.019 0.051 0.032 0.034
SonarEW 0.025 0.059 0.029 0.043 0.033 0.030 0.030
SpectEW 0.013 0.028 0.027 0.024 0.022 0.029 0.027
Tic-tac-toe 0.012 0.025 0.020 0.017 0.012 0.021 0.020
Lymphography 0.038 0.047 0.048 0.044 0.049 0.062 0.038
Dermatology 0.007 0.075 0.008 0.050 0.014 0.014 0.007
Echocardiogram 0.023 0.055 0.030 0.228 0.026 0.024 0.036
Hepatitis 0.054 0.043 0.028 0.052 0.025 0.038 0.038
LungCancer 0.113 0.194 0.180 0.093 0.151 0.233 0.092

Average 0.025 0.049 0.033 0.046 0.036 0.080 0.027

Dataset HBBESPO BBA EPSO BGWO2 BDA BGA HBEPSOB

Zoo 0.014 0.094 0.031 0.11 0.067 0.124 0.053
Wine EW 0.027 0.128 0.042 0.092 0.050 0.065 0.038
IonosphereEW 0.089 0.146 0.137 0.172 0.130 0.143 0.117
WaveformEW 0.179 0.193 0.175 0.185 0.183 0.186 0.176
BreastEW 0.050 0.070 0.050 0.080 0.057 0.106 0.052
Breastcancer 0.031 0.035 0.032 0.042 0.032 0.036 0.039
Congress 0.031 0.053 0.033 0.073 0.042 0.059 0.035
Exactly 0.155 0.303 0.104 0.316 0.178 0.269 0.064
Exactly2 0.224 0.243 0.234 0.263 0.240 0.243 0.230
HeartEW 0.140 0.240 0.153 0.268 0.153 0.250 0.157
KrvskpEW 0.041 0.108 0.043 0.080 0.041 0.089 0.043
M-of-n 0.024 0.167 0.024 0.154 0.048 0.108 0.047
SonarEW 0.179 0.277 0.192 0.290 0.194 0.262 0.166
SpectEW 0.132 0.167 0.160 0.205 0.133 0.168 0.117
Tic-tac-toe 0.214 0.270 0.222 0.262 0.223 0.241 0.231
Lymphography 0.343 0.487 0.531 0.487 0.412 0.466 0.438
Dermatology 0.015 0.081 0.016 0.099 0.017 0.031 0.025
Echocardiogram 0.047 0.112 0.083 0.200 0.058 0.072 0.080
Hepatitis 0.137 0.175 0.123 0.192 0.101 0.152 0.122
LungCancer 0.129 0.427 0.220 0.455 0.255 0.318 0.165

Average 0.110 0.189 0.123 0.204 0.131 0.169 0.120

Table 4.
Standard deviation of
the fitness function
obtained from the

different algorithms.

Table 3.
Mean fitness function

obtained from the
different algorithms.
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It should be noted that datasets with comparable number of features and instances
outperform the other datasets. Mainly we notice that datasets, if the number of features is f
and the number of instances is n, then, datasets with f < nand n ¼ 10f outperform the other

Dataset HBBESPO BBA EPSO BGWO2 BDA BGA HBEPSOB

Zoo 0.318 0.512 0.356 0.473 0.331 0.412 0.356
Wine EW 0.392 0.538 0.4 0.516 0.338 0.315 0.292
IonosphereEW 0.376 0.526 0.388 0.541 0.397 0.402 0.426
WaveformEW 0.661 0.664 0.709 1 0.666 0.676 0.742
BreastEW 0.325 0.480 0.241 0.470 0.283 0.290 0.270
Breastcancer 0.477 0.511 0.511 0.644 0.422 0.566 0.500
Congress 0.318 0.493 0.325 0.575 0.337 0.412 0.343
Exactly 0.500 0.538 0.507 0.576 0.507 0.561 0.561
Exactly2 0.392 0.546 0.492 0.800 0.392 0.400 0.407
HeartEW 0.384 0.492 0.407 0.430 0.407 0.415 0.391
KrvskpEW 0.467 0.513 0.502 0.633 0.475 0.530 0.541
M-of-n 0.476 0.446 0.476 0.923 0.530 0.576 0.546
SonarEW 0.413 0.521 0.463 0.533 0.413 0.42 0.45
SpectEW 0.424 0.481 0.463 0.529 0.454 0.425 0.415
Tic-tac-toe 0.511 0.577 0.666 0.866 0.555 0.511 0.622
Lymphography 0.355 0.461 0.416 0.535 0.438 0.4 0.388
Dermatology 0.470 0.494 0.511 0.544 0.411 0.479 0.485
Echocardiogram 0.216 0.508 0.266 0.483 0.233 0.283 0.218
Hepatitis 0.231 0.515 0.321 0.431 0.273 0.231 0.273
LungCancer 0.348 0.498 0.423 0.526 0.353 0.380 0.362

Average 0.403 0.516 0.442 0.601 0.411 0.434 0.429

Dataset HBBESPO BBA EPSO BGWO2 BDA BGA HBEPSOB

Zoo 0.873 0.799 0.791 0.851 0.788 0.863 0.852
Wine EW 0.901 0.726 0.881 0.896 0.923 0.886 0.908
IonosphereEW 0.831 0.817 0.829 0.824 0.799 0.828 0.819
WaveformEW 0.829 0.779 0.809 0.819 0.807 0.806 0.809
BreastEW 0.945 0.842 0.931 0.908 0.944 0.892 0.94
Breastcancer 0.958 0.957 0.956 0.957 0.956 0.957 0.952
Congress 0.944 0.893 0.943 0.928 0.931 0.915 0.927
Exactly 0.835 0.647 0.884 0.680 0.798 0.687 0.952
Exactly2 0.760 0.711 0.738 0.732 0.739 0.734 0.726
HeartEW 0.813 0.648 0.776 0.702 0.81 0.711 0.783
KrvskpEW 0.959 0.772 0.958 0.917 0.954 0.906 0.956
M-of-n 0.980 0.719 0.975 0.843 0.949 0.892 0.942
SonarEW 0.704 0.678 0.682 0.682 0.658 0.694 0.694
SpectEW 0.764 0.755 0.757 0.777 0.752 0.750 0.759
Tic-tac-toe 0.745 0.647 0.740 0.713 0.745 0.734 0.733
Lymphography 0.422 0.422 0.354 0.379 0.417 0.416 0.422
Dermatology 0.933 0.802 0.952 0.908 0.940 0.950 0.957
Echocardiogram 0.888 0.861 0.906 0.877 0.893 0.852 0.859
Hepatitis 0.825 0.788 0.813 0.788 0.788 0.798 0.792
LungCancer 0.454 0.343 0.390 0.345 0.427 0.409 0.484

Average 0.818 0.730 0.803 0.776 0.801 0.784 0.813

Table 6.
Average selected
feature ratio by
different algorithms.

Table 5.
Average performance
of the selected features
by different
algorithms.
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Average Fischer index
of the selected features

by different
algorithms.
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datasets. This is expected as datasets with too few training samples compared to the number
of features will substantially underfit. The tables given above show that the HBBEPSO
algorithm outperforms the other algorithmswith respect to all of the assessment indicators. It
can also be seen that it performs much better when compared to its switched version
HBEPSOB algorithm. This leads us to believe that the bat algorithm is powerful in exploring
the search space and the enhanced PSO algorithm aids in exploiting the reduced feature space
(see Figures 1 and 2).

8. Conclusion and future work
In this paper, a new hybrid binary metaheuristic algorithm with bat algorithm and enhanced
PSO algorithm is proposed in order to solve feature selection problems. The proposed
algorithm is called hybrid Binary Bat Enhanced Particle Swarm Optimization (HBBEPSO)
algorithm. The two algorithms come together to give better solutions than each of them
individually. In order to verify the robustness and the effectiveness of the proposed
algorithm, we apply it on 20 feature selection problems. The evaluation is performed using a
set of evaluation criteria to assess different aspects of the proposed system. The experimental
results show that the proposed algorithm is a promising algorithm with its ability to search
the feature space effectively. The given algorithm is also run on test data and observations
showhigher performance of the selected featureswhen compared to the other optimizers. The
Fischer index table reveals better separability. It is also noted from the values of standard

Figure 1.
The Comparison of
performance the
HBBEPSO algorithm
with other optimizers
through main
objectives of feature
selection. The values
are averaged over all
the datasets.
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Figure 2.
The Comparison of

performance the
HBBEPSO algorithm
with other optimizers

through few
assessment indicators.

The values are
averaged over all the

datasets.

Hybrid binary
bat enhanced

algorithm

133



deviation that the algorithm has the robustness to repeatedly converge to similar solutions
therefore a powerful ability to solve feature selection problems better than other algorithms in
most cases. This research motivates us for further investigations as future work as follows.
The authors in [37] suggested a binary bat algorithm to solve unconstrained optimization
bench test problems and compared with binary GA and binary PSO. We would like to apply
our proposed algorithm on solving unconstrained optimization problems [39,40], large scale
problems andmolecular potential energy function [41], and engineering optimization problems
[38]. Also, further comparison studies for various binary variants of bat algorithm in the
literature need to be done on feature selection problem as suggested by one of the referees.
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